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Abstract
The process of removing and reconstructing theiparea in video is known as video Inpaintingo$f
of the automatic techniques of video Inpainting esenputationally intensive and unable to repaigdaholes. To
overcome this problem, exemplar based video Inpajninethod is extended by incorporating the Sparsft
natural image patches using background registraéticimique is proposed in this paper.
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Introduction

Video Inpainting refers to a field of Computer
Vision that aims to remove objects or restore mgsr
tainted regions present in a video sequence bigingla
technique of patch Sparsity to fill-in the missiparts of
video sequence taken from a static camera using
background registration method. The overriding
objective is to generate an inpainted area thatdsged
seamlessly into the video so that visual coherdsce
maintained throughout and no distortion in the c#d
area is observable to the human eye when the uileo
played as a sequence. Inpainting technique is the
modification of the images in an undetectable form.
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Fig. 1 Fideo painting example

Video is considered to be the display of
sequence of framed images. Normally twenty fiveniea
per second are considered as a video. Less thartytwe
five frames per second will not be considered a&lao
since the display of those will appear as a flasktid
image for the human eye. The main difference betw
the video and image inpainting methods using textur
synthesis is in the size and characteristics ofélgeoon to
be inpainted. For texture synthesis the region ban
much larger with the main focus being the filling of
two-dimensional repeating patterns that have some
associated stochasticity i.e. textures. In contrast
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inpainting algorithms concentrate on the filling af
much smaller regions that are characterized bgalin
structures such as lines and object contours. @ismégt

al. [4] presented a single algorithm to work wittthp of
these cases provided both textures and structures i
images are present. Fig 1 shows the example thanhmo
object is removed from images and inpainted.

Removing unwanted objects or artefacts from videos
is a common task in professional video and movie
productions. For instance, when filming in public
locations, it is often necessary to remove wallpegple
and other objects that accidentally occlude thenesce
Objects may also have to be erased from a video
sequence due to copyright issues. In other cadsedilmn
crew needs to be in a scene for technical reasms,
needs to be removed in post-processing

Various researches are performed in video
inpainting due to varied and important applicatioh
video inpainting. The main applications include
undesired object removal such as removing unavtgdab
objects like birds or aeroplane that appear duilming,
to censor an obscene gesture or action that idewned
appropriate for the target audience, but for whith
would be infeasible or expensive to re-shoot thenec
Another main application is the restoration of theeos
that are damaged by scratches or dust spots orefram
that may be corrupted or missing. When the video is
transmitted over unreliable networks, there is a
possibility of losing significant portions of viddmames.

To view the video again in its original form, it is
necessary to repair these damaged scenes in a manne
that is visually coherent to the viewer.
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Bertalmio [1] is the first pioneer to video
inpainting. The author repaired a video using image
inpainting frame by frame. A user-provided mask
specifies the portions of the input image to beuehed
and the algorithm treats the input image as thepamste
channels (R, G and B). For each channel, it fillghe
areas to be inpainted by propagating informatiamfr
the outside of the masked region along level lines
(isophotes). Isophote directions are obtained by
computing at each pixel along the inpainting contau
discredited gradient vector (it gives the directioh
largest spatial change) and by rotating the rewylti
vector by 90 degrees. This intends to propagate
information while preserving edges. Wexler [6] defi
an optimal function to search the best matchingtpat
a foreground and use the found patch to repair the
moving foreground. This algorithm filled the vidbame
patch by patch. Space-time completion of video (\&tex
Shechtman & Irani,2007),Wexler et al. consider wide
inpainting as a global optimization problem, which
inherently leads to slow running time due to its
complexity. Finally, there is a very interestingppa by
Patwardhan[8] et al. (Patwardhan, Sapiro, & Beri@/m
2007), which proposes a pipeline for video inpaigti
However, the pipeline is so simple that it failed t
perform well in many cases. [9] zhang uses a motion
layer segmentation algorithm to separate a video
sequences to several layers according to the anafunt
motion. Each separate layer is completed by applyin
motion compensation and image completion algorithms
Except for the layer with objects to be removetofthe
remaining layers are combined in order to restbee t
final video. However, temporal consistency among
inpainted areas between adjacent frames was neh tak
care of in [9]. Criminisi et al. [11] designed axaenplar-
based inpainting algorithm by prop- agating the wmno
patches (i.e., examplars) into the missing patches
gradually. To handle the missing region with conif@os
textures and structures, patch priority is defined t
encourage the filling-in of patches on the structive
[12] proposed a cross-isophotes examplar-based
inpainting algorithm, in which a cross-isophotedcha
priority term was designed based on the analysis of
anisotropic diffusion.

In this paper, video inpainting for static camera
with a stationary background and moving foregroisd
considered in the spatial-temporal domain. Firke t
video is converted into image frames. Second, tyee
are found by using SOBEL edge detection methodt,Nex
the object to be removed is inpainted using novel
examplar based image inpainting using patch sparsit
The known patch values are propagated into theimgiss
region for every time frame of image to reprodulce t
original image. Last, the inpainted image frames ar
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displayed to form the inpainted video. Here a viado
short duration is considered for inpainting and the
temporal domain information for each image frame is
utilized to display the inpainted image frames asdao.

In this paper, an efficient video inpainting algbm that
can remove moving object and reconstructing that pa
with visually plausible data is proposed. The w&sthis
paper is organized as follows. The section |l dises
background Registration technique. Section Il give
overview of examplar based image Inpainting. Sectio
IV describes the proposed video Inpainting algonith
Finally, Section V concludes this paper

Background Registration

The background registration is divided into five
major steps as shown iRig. 2. The first step is to
calculate the frame difference of mask by threshgld
the difference between two consecutive input frames
Then, according to the frame difference mask oft pas
several frames, pixels which are not moving fooagl
time are considered as reliable background in the
background registration step. This step maintamsia
to-date background buffer as well as a background
registration mask indicating whether the background
information of a pixel is available or not. By thieird
step, the background difference mask is generated b
comparing the current input image and the backgtoun
image stored in the background buffer. This backgdo
difference mask is our primary information for adije
shape generation. In the fourth step, an initigjecb
mask is constructed from the background difference
mask and the frame difference mask. If the backutou
registration mask indicates that the background
information of an pixel is available, the backgrdun
difference mask is used as the initial object mask.
Otherwise, the value in the frame difference mask i
copied to the object mask. The initial object mask
generated in the fourth step has some noise regions
because of irregular object motion and camera noise
Also, the boundary region may not be very smooth. |
the last step, these noise regions are removedttend
initial object mask is filtered to obtain the finabject
mask.
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Fig. 2. Block diagram of video segmentation.

Examplar Based I mage I npainting
The Examplar based image inpainting is based
on patch propagation. It is done automatically hg t
algorithm by inwardly propagating the image patches
from the source region into the interior of thegtdr
region patch by patch. Patch selection and patch
inpainting are the two basic steps of patch propaga
which is to be iterated continuously till the inping
process is complete
Let us first describe the terms used in inpainting
literature.
a) The image to be inpainted is representdd as
b) The target region (i.e., the region to be infdhis
represented €3
c) The source region (i.e., the region from thegea
which is not to be inpainted and from where the
information can be extracted to reconstruct theetar
region) is represented ab.
d=1-Q
d) The boundary of the target region (i.e., theefsx
that separate the target region from the sourcemgis
represented ai)
The first step is to initialize confidence values.
First let us understand what these values represent
this algorithm, each pixel maintains a confidenedug
that represents our confidence in selecting thaelpi
This confidence value does not change once thé pase
been filled. We initialize the confidence value &f the
pixels in the source regio®] to be 1 and the confidence
values for the pixels in target regia)(to be 0.
It has been demonstrated for textures, repeating
2 dimensional patterns with some randomness. For
Structure recreation algorithm, these algorithms ttr
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recreate the structures like lines and object aosto
These are generally used when the region to béniguh

is small. This focuses on linear structures whiah be
thought as one dimensional pattern such as lines an
object contours. The examplar based inpainting atkth
combines the advantages of these two algorithntshPa
propagation is important in this type of inpaintimpgtch
selection and patch inpainting are two basic stgpatch
propagation. Patch selection means which patctois t
given highest priority to fill-in first. This bedirst filling
strategy which is employed to fill the desired ocegis
based on calculated patch priorities.
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Fig 3. ¥,denotes the patch to be filled,is the normal to
the region contoursQ of the target regior{2 and A1 pJ- is the

isphote obtain at point p. | denote the entire ineag

As the Fig.3 illustrates, the target region to be
inpainted is denoted b§ with its contour given byQ.
This contour moves in an inward direction during th
execution of the texture synthesis algorithm. Atlst
filling strategy is employed to fill the desired ragi
based on calculated patch priorities. Two key idpade
the calculation of these priorities:

1. Patches on the continuation of strong edges are
preferred.

2. As well as those patches that are surrounded by
high-confidence (in terms of their value) pixels.

Referring to Figure 3, given the patép, the priority
P(p) of this patch is defined as:

P(p) =C(P)D(P). (1)

Where in this equation, C(p) is the so-called
confidence term and D(p) is the data term. Intuigivine
confidence term attempts to represent the “relighibf
the information surrounding the pixel p. Patches ar
deemed reliable if one or more of the followingemrion
are met:

1. More pixels are already filled in within the nedat
patch.

2. Pixels in the patch were filled in early on ire th
execution of the algorithm.

3. The patch contains pixels that were not iniiglart
of the target region.

In contrast, the data term attempts to give psiotat
the filling in of linear structures (e.g. peoplecposed
to textures) first, and this is quantified by measythe
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strength of the isophotes (contours of equal lumigan
an image) arriving at the contodf2. Mathematically,
these terms are defined as follows:

C":]'?:] = % (2)
D{P‘j = w (3)

=

Here Y| is the area o¥, o is a normalization
constant, pis a unit vector orthogonal to the boundary
dQ at point p. A patch is associated with each pomt
the boundary. Given these equations, the algorithm
proceeds to propagate the data from a source patah
target patch, where the target patch is that phasling
the highest cal- culated priority p using Equatiorilhe
source patch is found by applying a distance measur
(specifically the sum of squared distances meadore)
ascertain the similarity between patches from thece
region and the tar- get patch. The patch in thecsou
region having the most “similarity” to a patch ihet
target region is the patch selected for copyingthe
target patch. Once the copying has been perforthed,
confidence values of all those pixels in the intetisa of
the target region and the region enclosed by thehpare
then set to the confidence value of the highestriprio
pixel. The algorithm then proceeds in this mannetil u
the desired region is inpainted.

Proposed Algorithm
In this proposed method, below four major steps
have been performed,
Sep 1:- First video is converted into individual image
frames, as Video is the display of the image fraines
sequence
Sep 2:- From each image frame the moving object is
detected by background registrationethod and after
detection that object is removed.
Sep 3:- Next, the inpainting procedure using patch
Sparsity is performed separately for each time &arh
the image on removed object
Step 4:- Finally the inpainted image frames are
displayed in a sequence, so that it appearsasa video
Video is the display of the image frames in
sequence. Image inpainting is done in spatial domai
whereas the video inpainting is performed in bqtatisl
and temporal domain. It is used to remove objects o
restore missing regions in the video sequence. o/ide
inpainting may also be considered as the combinaifo
frame by frame image inpainting. Generally all the
natural images are composed of structures andrésxtu
The primal sketches of an image like the edgesarsr
etc are referred to as the structure of an imagethe
image regions with feature statistics or homogenous
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patterns including the flat patterns are referiedg the
texture of an image. .
A. Patch Propagation

In our proposed algorithm, the examplar-based
inpainting algorithm has been implemented through
patch propagation. The two basic procedures ofhpatc
propagation are:

« Patch selection
« Patch inpainting.

In the patch selection, a patch on the missing
region boundary with the highest priority is sedetfor
further inpainting. .. Traditionally, the patch quity is
defined based on the inner product between isophote
direction and the normal direction of the missiegion
boundary. In the patch inpainting, the selectedtipas
inpainted by the candidate patches (i.e., exempiathe
known region. The approach in [3] Criminisi’s exderp
based algorithm, P. Perez, and K. Toyama utilizes t
best match candidate patch to inpaint the selgui¢ch.
The approach Wong's[10] examplar-based algorithm
uses a nonlocal means of the candidate patchestiost
patch inpainting.

B. Patch Sparsity

To better address the problems of patch
selection and patch inpainting, two novel concegits
patch sparsity of natural image, are proposed pptieal
to the examplar-based inpainting algorithm.

« Patch Structure Sparsity
« Patch Sparse Representation
C. Patch Structure Sparsity

We define a novel patch priority based on the
sparseness of the patch’s nonzero similarities t$o i
neighboring patches. This sparseness is calledtstru
sparsity. It is based on the observation that elpan the
structure has sparser nonzero similarities with its
neighboring patches compared with the patch within
textured region. Compared with the priority defingal
isophote, this definition can better distinguish tbxture
and structure, and be more robust to the oriematfahe
boundary of missing region.

D. Patch Spar se Representation

To inpaint a selected patch on the boundary of
missing region, we use a sparse linear combinatifon
exemplars to infer the patch in a framework of spar
representation. This linear combination of patches
regularized by the sparseness prior (regularizatmm
the combination coefficients. It means that onlywew
exemplars contribute to the linear combination atthes
with nonzero coefficients. This representation adled
patch sparse representation. The patch sparse
representation is also constrained by the locathpat
consistency constraint. This model extends the hpatc
diversity by linear combination and preserves textu
without introducing smooth effect by sparseness
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assumption. In summary, the structure sparsitypatdh
sparse representation at the patch level constihae
patch sparsity. The patch structure sparsity igifad by
the recent progress

Fig .4 (@) & (b) shows the patch selection
process which is used to select the patch with dsgh
priority for further inpainting. The sparseness tbe
nonzero similarities of a patch to its neighborpaiches
is called as the structure Sparsity which is used f
assigning patch priority. As shown in the Fig. 4(bp
andyp’ are the patches which are centered at pixeldp an
p’ which lie in the edge structure and the flatttes
region of the image respectively. The patgh has
sparser nonzero similarities than paig#, so it is given
larger patch priority. The patch on the boundarthwhe
highest priority is first selected and inpainted.

Source region 0

v
a0

Target region (1

a V]

Fig.4 (a) shows that is the missing region istknown
region, and is the fill-front of patch propagatiokig.4 (b)
shows the two examples of the surrounding patgh and

yp’ which are located at edge and flat texture regio

respectively

Fig. 5(@) & (b) shows the procedure of patch
inpainting in which the selected patch on the baupnd
should be inpainted. The selected patch on thérditit
is the sparse linear combination of the patcheshén
source region regularized by sparseness prior.his t
paper, a single best match examplar or a certainbeu
of exemplars in the known region to infer the nrigsi
patch is not used.

Fig.5 (a) shows that for the selected patgp , sparse
linear combination of candidate patchesyg’, wq”... wq N}
is used to infer the missing pixels in patch. Figl§ Shows the
best matching patch in the candidates set has begpied into
the position occupied byp, thus achieving partial filling of
Q.
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The most likely candidate matches fgp lie
along the boundary between the two textures @ th
source region, e.gyq’ and yq”. The best matching
patch in the candidates set has been copied irgo th
position occupied byp thus achieving partial filling of
8Q. The target regiof2 has, now, shrunk and its front
has assumed a  different shape. Thus image iimgin
is performed by the sparse linear combination of
candidate patches weighted by coefficients, in tvhic
only very sparse nonzero elements exist. The above
process is repeated until the missing region isptetaly
filled by the known values of the neighboring p&sh

The sequence of display of all the individual
inpainted image frames is referred as the video
inpainting. Image inpainting process is iterateddib the
image frames of the video.

In summary, our proposed video
algorithm is given as follows.
1. Given input video is converted into number of
image frames.
2. The moving object is tracked using background
registration on all images, without intervention
of user (see Section II).
3. Masking
4. Apply Inpaint to complete holes (see image
inpainting in Section IV (A)-(D)).

inpainting

Experimental Results
A. Performance Analysis

In this section, we do some experiments to
evaluate the performance of our proposed method. We
used several types of video examples for experisnent
We apply our algorithm to the applications of mayin
object removal. In these examples, we compare our
algorithm with two representative existing exemplar
based algorithms.

The proposed system is demonstrated on five
videos including two real time videos. A first el
sequence of 6.6 seconds run time is considered for
inpainting and is converted into 93 image framEgjure
6. (a) — (c) shows the procedure of inpainting on
randomly selected image frame.
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(b)

(©
Figure 6.video inpainting (a)-source video frame
(b)-Masking (c)-Inpainted video frame

The moving objects region from each image
frame is detected by the Background Registration
method. Once we obtained the detected objects we
applied that frames to masking algorithm so tha¢cted
moving object region will be in green colour. Itskown
in Figure 6.(b)

After we got masking on all 93 frames of first
video, the inpainting algorithm performed for eatiage
frames separately. A good definition of patch ptyor
should be able to better distinguish the structiaed
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textures, and also be robust to the orientatiotheffill-
front. In this paper, a novel definition of patctigpity is
proposed to meet these requirements. The result for
inpainting algorithm is shown in figure 6.(c). Thiee
required for completing masking and inpainting
algorithm on all 93 frames is 45 minl17 millisecond.
Other examples of video inpainting are shown from
Figures (7) — (10). Each video sequence example
includes a source video masking and an inpaintédoyi
illustrates the result on remaining four videos.

This system was implemented on an Intel Core
Duo 4.0 GHz PC. We have tested the system on video
sequences on different scenarios. Real time video
sequences are used to demonstrate the knowledge
discovery process i.e. object tracking and its neaho
using the proposed framework. All the videos chdeen
moving object removal have same light intensity and
have been taken during day time.
B. Comparison with existing methods

To validate the proposed video inpainting
algorithm, the results are compared with some ef th
existing proposed frameworks. We qualitatively canep
our approach with three related works [4], [13]][14
Table I.

In general, all inpainting algorithms listed in
Table | require the user to manually select theectbio
be removed. However, depending on the tracking or
layer separation algorithm, the amount of human
interaction varies. In [4] the technique presentess
about region filling and object removal. The resuising
Criminisi’'s approach were not that promising wherea
our algorithm achieved better results. The diffeeein
the results occurred while searching for the best
exemplar patch and user interaction in selecting th
target region. In Criminisi's approach, nothing is
described about which patch to select if we get two
patches with same minimum error. During our
implementation of Criminisi’'s algorithm, to overcem
such cases, the confidence of the structure can be
modelled for a patch by measuring the sparsenegs of
nonzero similarities to the neighboring patches also
to select the target region we used background
registration method which avoids the user intenaent

In [13] it presented a technique of moving
object removal from stationary and non stationary
background under the constraint of camera motion. |
used extended examplar method and the technique
proposed in [13] efficiently ghost shadows, but the
problem occurred are used tracking procedure doés n
take advantage of shadows due to real world light
sources, Patch matching technology should need to
improved as it does not maintains spatial —temporal
continuity, the user interaction
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Video 1:
Walking Man
video

Size: 352 X 240

Avg time:
0.44sec/frame

Video 2:
Running Car

Size: 640 X 480

Avg time:
2.829 sec/frame

Video 3:
Bouncing ball

Size: 320 X 240

Avg time:
0.334sec/frame

is required for deciding the region to be remowaat if applying inpainting procedure .therefore user lwasuh
multiple objects are to be removed then for eadgeaib the program several times. As compared to thisun o
user have to select region to be removed firstnthe  approach we used patch matching technique is patch
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sparsity which is produces excellent results asd ate
required less time for detection ,masking and intiag).
As our algorithm automatically tracks he moving embj
SO user interaction is totally have been removed.

In [14],the system is developed for fast and
enhanced technique for image inpainting, which tyain
give impact on time required for inpainting. This4]
paper had reduces time required for image inpajrais

ISSN: 2277-9655
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compared to its previous methods, but when we
compared this system with our approach it is olesbrv
that fast algorithm first selects the target regamal then

it requires 4 sec to complete the inpainting far 1693
damaged area(in pixels) from 60492 image size (in
pixels),whereas in our approach the algorithm nexggui
only 0.334 sec per fram

TABLE]
Imagesize | Areato Image Calculated | Caleulated | Homan | Auto Maskng
(P1) be | mpamntine time | area (Px) Image inferaction Image
Aleorithm removed | (Actual) mpamtine | for mask ACCUTACY
(Px] (See, fime image
1] 6451 1653 113 3903 01l Requirad -
4] T680( ; — " .
(320340) 1876 0.3%4 3903 .03 Raquirsd -
il o :
Pl 60491 1693 E 3903 139 Raquired -
Uur algorithm 16500 ; . : Not ,
320 40) 3905 0334 5903 034 Requied 100%

for the 5905 damaged pixels from 76800 (320X 240)
image size ,and this time includes detection , nask
and inpainting, It is observed that our approadfuires
very much less time without interaction of humatew
compared with [4],[13],[14] approaches.

The TABLE | shows the comparison of our
method With three previous approaches, in thisetétl
fifth column we assumed the damaged area taken same
for all previous algorithms and in next column we
calculated time required for that same area ,tleis i
observed that our proposed approach require vesete
time as compared with other ones.

Conclusion

In this paper we proposed an efficient video
inpainting algorithm by background registration nggi
patch Sparsity. The presented system here descaibes
new examplar-based video inpainting method using
patch Sparsity, which is implemented in MATLAB .In
this paper, static camera with constant backgroisnd
considered. It is mainly focused on the object reshn

http: // www.ijesrt.com

the image frames. A background registration teanmig
used to construct reliable background informaticonf
video, Then each incoming frame is compared with th
background image If the luminance value of a pixel
differ significantly from the background image, thieel

is marked as moving object; otherwise, the pixel is
regarded as background. Finally, a post-processieg

is used to remove noise regions and produce a more
smooth shape boundary of desired or moving object.
Once object is detected, Patch priority and patch
representation which are the two major steps iralwn

the proposed examplar-based inpainting algorithmafo
image is applied. Structure Sparsity was designgd b
measuring the sparseness of the patch similariti¢lse
local neighborhood.

From the experiments, it is observed that the
proposed extended examplar based image inpainging i
effective compared to the basic examplar based émag
inpainting. We applied our algorithm to the appiicas
for object removal and its completion. Also applied
real time videos which give sharp inpainted regidfe
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compare our algorithm with the previous regionirfdl
and object Removal by Exemplar-Based Image
Inpainting, fast and enhance enhance algorithm for
examplar-based, and Exemplar-Based Video Inpainting
without Ghost Shadow Artefacts by Maintaining
Temporal Continuity. From comparison we observed th
we required very much less time for inpainting
approximately three times lesser time than previous
methods, also we removed the user intervention mgaki

it completely automatic.
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